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Abstract—This paper presents an iterative receiver for
Multiple-Input Multiple-Output (MIMO) Orthogonal Frequency
Division Multiplexing (OFDM) systems over time-variant wireless
channels. The receiver performs joint decoding, channel estima-
tion, and multiuser detection, with soft information iteratively
provided by the single-user decoders. Time-variance is effectively
taken into account exploiting the properties of the Discrete Pro-
late Spheroidal (DPS) sequences, being the bandlimited sequences
with maximum energy concentration in time. Turbo codes are
used for each transmit antenna, thus the receiver presents an
iterative structure also in the single-user case. Simulation results
for the performance are presented in terms of Bit Error Rate
(BER) and Normalized Mean Square Error (NMSE) vs Signal-
to-Noise Ratio (SNR). The effects of the number of external
and internal iterations as well as the number of pilots on the
performance of the system are investigated.

Index Terms—Channel estimation, discrete prolate spheroidal
sequences, iterative decoding, MIMO channels, multiuser detec-
tion, OFDM systems, turbo codes.

I. INTRODUCTION

W IRELESS broadband communications for multimedia
applications with quality comparable to wireline tech-

nologies are among the most required services in the modern
society of information. Furthermore, system design is even
more challenging due to the intrinsic problems affecting the
radio channel and also to mobility requirements up to vehicu-
lar speeds. Multiple-Input Multiple-Output (MIMO) systems,
obtained by means of multiple antennas at both transmitter and
receiver sides, have shown to provide diversity and capacity
gains [11], [29]. Capacity gain is particularly interesting when
focusing on high-data-rate system design, with MIMO systems
increasing capacity by a factor of the minimum number of
transmit and receive antennas. Orthogonal Frequency Division
Multiplexing (OFDM) is a technique for high-data-rate trans-
missions adopted in several standards [11], [29]. Compared to
single-carrier transmissions, OFDM simplifies channel equal-
ization due to conversion of a dispersive channel into a set
of parallel memoryless subchannels. Combinations of OFDM
with MIMO technology were shown to mitigate inter-symbol
interference and enhance system capacity simultaneously, thus
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improving the overall system performance [14], [27]. MIMO-
OFDM systems are the main candidates for enabling wireless
high-data-rate communications.

Multiuser detection [31], i.e. the ability to exploit at the
receiver the structure of Multiple Access Interference (MAI),
is a key issue to provide the required services. Iterative
(turbo) multiuser receivers achieve excellent performance with
contained complexity, thus candidating as the main technique
for next generation systems [2], [6], [7], [25], [32]. Multiuser
decoding is decoupled into separate problems, i.e. multiuser
detection and single-user decoding, iteratively exchanging
their results with each other via soft information. Components
of the receiver are sometimes referred to as Soft-Input Soft-
Output (SISO) blocks [4]. As for multiuser detection, it has
been shown that Parallel Interference Cancellation (PIC) fol-
lowed by Minimum Mean Square Error (MMSE) filtering per-
forms less than 1 dB away from optimum belief propagation
[7]. Iterative receivers for MIMO-OFDM systems have been
presented in [12], [15], [17], although channel estimation has
not benefited of the iterative structure. In other scenarios [16],
[23], [24], [34] channel estimation has been included in the
iterative structure, improving the system performance. Many
different approaches has been proposed for channel estimation,
and basis expansion models techniques [10] have resulted very
simple and powerful. Among them, Slepian-basis expansion
models [33] have been shown to outperform more classical
Fourier-basis expansion models [13]. Time variation of the
channel, becoming crucial when high mobility is required, is
taken into account efficiently and accurately by exploiting the
properties of the Discrete Prolate Spheroidal (DPS) sequences
[26], [33].

A very recent work [1] considers joint channel estimation
and multiuser detection in MIMO-OFDM systems combined
with the use of turbo codes. Turbo codes [5], [18] repre-
sent a class of near-capacity channel codes with sustainable
complexity both at transmitter and receiver sides. Very good
performance with turbo codes over fading channels has been
obtained with iterative receivers performing turbo decoding
and pilot-assisted channel estimation [30].

This paper proposes an iterative receiver for MIMO-OFDM
systems making use of turbo codes and performing joint
time-variant channel estimation and multiuser detection. It is
compared with an otherwise identical system using convo-
lutional codes [24] as well as with the system proposed in
[1]. Performance of the systems are studied via Bit Error Rate
(BER) vs Signal-to-Noise Ratio (SNR). The paper is organized
as follows: the mathematical model for the considered MIMO-
OFDM system is described in Section II; in Section III we
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Fig. 1. Block diagram for the Transmitter.

Fig. 2. Pilot placement for S = 11 and Sp = 3.

develop the structure of the iterative receiver; Section IV
shows and compares the performance obtained via numerical
simulations; concluding remarks are given in Section V.

Notation - Column vectors are denoted with lower-case
bold letters, with an denoting the nth element of vector
a; matrices are denoted with upper-case bold letters, with
An,m denoting the (n,m)th element of matrix A; diag(a)
denotes a diagonal matrix whose main diagonal is a; IN is
the N×N identity matrix; i(n)

N denotes the nth column of IN ;
eN denotes a vector of length N whose elements are 1; E{.},
(.)∗, (.)T and (.)H denote expectation, conjugate, transpose
and conjugate transpose operators, respectively; δn,m is the
Kronecker delta; ⊗ denotes the Kronecker matrix product; �a�
denotes the smallest integer value greater than or equal to a; j
is the imaginary unit; N (μ, σ2) denotes a normal distribution
with mean μ and variance σ2; NC(μ,Σ) denotes a circular
symmetric complex normal distribution with mean vector μ
and covariance matrix Σ; the symbol ∼ means “distributed
as”.

II. SYSTEM MODEL

We consider a MIMO-OFDM system with K transmit
antennas, N receive antennas, and M subcarriers. Each trans-
mit antenna is assumed to send an independent (from other
transmit antennas) data stream, thus we consider equivalent the
terms “user” and “transmit antenna”. The scenario corresponds
to the case in which K users are provided with one single
transmit antenna as well as to the case in which one single
user is provided with K transmit antennas and its data stream
is parallelized in K independent data streams, or intermediate
configurations in which different disjoint subsets of the K
transmit antennas belong to different users.

A. Transmitter

The transmission is frame oriented. The block diagram for
the transmitter at the generic transmit antenna is shown in
Fig. 1. The bit stream is divided in groups of Lb source
bits and each group is encoded via a Parallelly Concatenated
Convolutional Encoder (PCCE) followed by an interleaver,
then Lp pilot bits are inserted to produce a frame of L code
bits. The bits of the frame are mapped into symbols via
Binary Phase Shift Keying (BPSK) modulation [20], thus in
the following we use the term frame to denote both the bits
and the BPSK symbols. Each frame conveys Lb source bits at
rate Lb/L. The frame is divided into S = L/M blocks, and
each block gives rise to an OFDM block of M symbols to be
transmitted on the wireless channel via the M subcarriers.

We assume that both L and Lp are integer multiples of
M , thus in each frame we have Sp = Lp/M pilot OFDM
blocks and S−Sp data OFDM blocks. Optimal pilot placement
[28] falls beyond the scope of this paper, and we simply
assume that pilot OFDM blocks are distributed within the
frame according to the set of indexes

{⌈
(2s− 1)S

2Sp

⌉}Sp

s=1

,

resulting in a regular placement of pilot symbols. Fig. 2 shows
an example for S = 11 and Sp = 3. Data and pilot symbols
are represented by white and black boxes, respectively.

The block diagram for the singleuser encoder is shown in
the left part of Fig. 3. Source bits are encoded via a clas-
sical PCCE composed of two rate-1/2 Recursive Systematic
Convolutional Encoders (RSCE’s) and an internal interleaver.
Puncturing is used to keep the overall rate equal to 1/2; more
specifically odd (resp. even) parity check bits are kept (resp.
discarded) from RSCE-1 and even (resp. odd) parity check
bits are kept (resp. discarded) from RSCE-2. Encoded bit
are serialized and then interleaved via an external interleaver.
Three different groups are found among the encoded bits:

(i) the systematic part, i.e. the original source bits;
(ii) the parity-1 part, i.e. the parity check bits kept from

RSCE-1;
(iii) the parity-2 part, i.e. the parity check bits kept from

RSCE-2.
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Fig. 3. Block diagram for the singleuser encoder (on the left) and decoder (on the right). Dotted lines represent the feedback to the MUD and to the TVCE.

B. Signal Model

In the following, for the generic frame, bk[�] and ck[�]
denote the �th source bit and the �th code bit (including
pilots) to be transmitted by the kth transmit antenna; xk[m, s]
denotes the (Frequency Domain) symbol transmitted by the
kth transmit antenna on the mth subcarrier during transmis-
sion of the sth OFDM block (yk[m, s] corresponds in Time
Domain);Hn,k[m, s] denotes the (Frequency Domain) channel
coefficient between the kth transmit antenna and the nth re-
ceive antenna on the mth subcarrier during transmission of the
sth OFDM block; wn[m, s] denotes the (Frequency Domain)
additive noise at the nth receive antenna on the mth subcarrier
during transmission of the sth OFDM block; rn[m, s] denotes
the (Frequency Domain) received signal at the nth receive
antenna on the mth subcarrier during transmission of the sth
OFDM block (qn[m, s] corresponds in Time Domain).

We denote the transmitted vector, the channel matrix, the
noise vector, and the received vector as

x[m, s] = (x1[m, s], . . . , xK [m, s])T ,

H [m, s] =

⎛
⎜⎝

H1,1[m, s] . . . H1,K [m, s]
...

. . .
...

HN,1[m, s] . . . HN,K [m, s]

⎞
⎟⎠ ,

w[m, s] = (w1[m, s], . . . , wN [m, s])T ∼ NC(0, σ2
wIN ) ,

r[m, s] = (r1[m, s], . . . , rN [m, s])T ,

and assume that the length of the cyclic prefix (Lcp) exceeds
the channel delay spread, then the discrete-time model for the
received signal is

r[m, s] = H [m, s]x[m, s] +w[m, s] . (1)

Also, we denote the channel vector from the kth transmit
antenna as

h(k)[m, s] = H [m, s]i(k)K .

It is worth noticing that m and s represent frequency-
variation and time-variation, respectively. The channel is con-
sidered time-variant meaning that it does not remain constant
within the frame: different OFDM blocks experience different

attenuation. We also assume that the channel stays constant for
the duration of each OFDM block, and subcarriers experience
independent attenuations, corresponding to the case when their
distance exceeds the coherence bandwidth of the channel.

C. Receiver

Transmissions from the various transmit antennas combine
at each receive antenna and are processed according to the
receiver model shown in Fig. 4. OFDM robustness to time
asynchrony allows to neglect synchronization problems among
transmit antennas as long as their asynchrony does not ex-
ceed the duration of the cyclic prefix. Each OFDM block
is demodulated and sent to the iterative decoder, composed
of MultiUser Detector (MUD), Single-User Decoder Bank
(SUDB), and Time-Variant Channel Estimator (TVCE). It
performs three tasks:

(i) Multiuser Detection - processing realized via PIC
and MMSE filtering [16], [32], [34].

• Input: received signal from the demodulator,
code extrinsic information from the SUDB,
channel estimates from the TVCE;

• Output: symbol extrinsic information to the
SUDB.

(ii) Single User Decoding - processing realized via the
turbo-decoding algorithm [5], [18].

• Input: symbol extrinsic information from the
MUD;

• Output: code extrinsic information to the MUD,
code a-posteriori information to the TVCE,
source a-posteriori information as final output.

(iii) Channel Estimation - processing realized via
Slepian Basis Expansion (SBE) and Linear MMSE
(LMMSE) estimation [33], [34].

• Input: received data from the demodulator, code
a-posteriori information from the SUDB;

• Output: channel estimates to the MUD.

The block diagram for the singleuser decoder is shown in the
right part of Fig. 3.
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Fig. 4. Block diagram for the Receiver.

The receiver is twofold iterative because two kinds of
iterations can be found:

(i) external iterations referring to the feedback from the
SUDB to the MUD and to the TVCE, as shown in
Fig. 4;

(ii) internal iterations referring to the feedback inside the
SUDB for turbo decoding of each user, as shown in
Fig. 3.

III. ITERATIVE RECEIVER

Both the MUD and the SUDB exchange extrinsic soft
information on symbols xk. We denote x̃k the information
passing from the SUDB to the MUD, and z̃k the information
passing from the MUD to the SUDB. The SUDB also provides
a-posteriori soft information on symbol xk, denoted x̂k , to
the TVCE, and a-posteriori soft information on the source bit,
denoted dk. The TVCE provides channel coefficient estimates,
denoted Ĥn,k.

It is worth noticing that {z̃k[1], . . . , z̃k[L]} are external-
deinterleaved before being passed to the SUDB, while
{x̃k[1], . . . , x̃k[L]} and {x̂k[1], . . . , x̂k[L]} are external-
interleaved before being passed to the MUD and to the TVCE,
respectively. In the following, in order to keep notation simple,
we do not introduce different notations to explicitly distinguish
external-interleaved and external-deinterleaved symbols, and
leave the meaning to be evinced from the context.

A. Multiuser Detection

As previously said, the considered MUD performs PIC and
MMSE filtering. More precisely, the received signals (1) are
processed separately for each subcarrier and for each OFDM
block. We omit the indexesm and s to simplify notation. Also,
we assume that the receiver behaves as if perfect knowledge of
the channel coefficients is available, while in practice estimates
from the TVCE are used.

The PIC block receives x̃ from the SUDB and H from the
TVCE. Denoting x̃(k) = x̃ − x̃ki

(k)
K , the residual term from

the interference cancellation is computed for each transmit
antenna as

r̃(k) = r −Hx̃(k) . (2)

The residual term is then processed with an MMSE filter, in
order to reduce further the effects of noise and MAI, giving
the extrinsic-based soft information

z̃k =
i
(k)H
K

(
HHH + σ2

wV
−1
(k)

)−1

HHr̃(k)

i
(k)H
K

(
HHH + σ2

wV
−1
(k)

)−1

HHh(k)

, (3)

being

V(k) = E

{(
x− x̃(k)

) (
x− x̃(k)

)H
}

= diag(1 − |x̃1|2, . . . , 1 − |x̃k−1|2, 1,
1 − |x̃k+1|2, . . . , 1 − |x̃K |2) .

It is worth noticing that (3) is usually denoted as the output
of a “conditional” unbiased MMSE filter, as it is obtained on
the basis of the soft estimates for each single symbol, for each
iteration, for each subcarrier, for each OFDM block.

B. Singleuser Decoding

After collecting {z̃k[1], . . . , z̃k[L]}, each transmit antenna
can be decoded independently. It is worth noticing that z̃k[�]
has been transmitted on the mth subcarrier during the sth
OFDM block if � = (s− 1)M +m. The output of the MUD
[32], used by the kth SISO singleuser decoder for the kth
transmit antenna, is modeled as

z̃k = μkxk + vk ,
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with vk ∼ N (0, η2
k), where

μk = 1 ,

η2
k =

1

i
(k)H
K

(
HHH + σ2

wV
−1
(k)

)−1

HHh(k)

.

We omit the index k to simplify notation. The frame
{z̃[1], . . . , z̃[L]} is decoded with a turbo-decoding algorithm
that iteratively applies the Bahl-Cocke-Jelinek-Raviv (BCJR)
[3] algorithm to the single RSCEs composing the PCCE.

The algorithm we have considered is the classical turbo-
decoding algorithm [5], [18]. According to the decoder for
the generic user shown in Fig. 3, the frame {z[1], . . . , z[L]}
is decomposed in the systematic, parity-1, and parity-2 parts:

• systematic part and parity-1 part enter the decoder
BCJR-1 associated to RSCE-1;

• internally-interleaved systematic part and parity-2 part
enter the decoder BCJR-2 associated to RSCE-2;

• BCJR-1 outputs a-posteriori information fed back to
the TCVE, and extrinsic information fed back to the
MUD and to BCJR-2; extrinsic information to BCJR-2
is internally-interleaved;

• BCJR-2 outputs a-posteriori information fed back to
the TVCE, and extrinsic information fed back to the
MUD and to BCJR-1; a-posteriori and both extrinsic
informations are internally-deinterleaved;

• estimates on source bits are taken from a-posteriori
information out of BCJR-1.

The BCJR algorithm [3], [18] is a very well known al-
gorithm to compute soft information in SISO blocks, that
exploits the trellis representation of the single code. It is worth
mentioning that, denoting αt(i) (resp. βt(i)) the forward (resp.
backward) variable at the end of the tth transition1 in the ith
state, we have used the following initializations for RSCE-1
and RSCE-2{

α0(i) = δi,1

βT (j) = δj,1
,

{
α0(i) = δi,1

βT (j) = 1/Q
,

respectively, with Q being the number of states for the
code. The initialization of the forward variables takes into
account that both RSCE-1 and RSCE-2 start in state 1. The
initialization of the backward variables takes into account that
(due to the insertion of appropriate tail bits to the block of
source bits within the frame) RSCE-1 stops in state 1, while
RSCE-2 stops in an arbitrary state because of the internal
interleaver.

Also, the algorithm has been implemented in the log-
domain [22], where the logarithm of a sum of exponentials
is computed exploiting the Jacobian logarithm

log
(
eδ1 + eδ2

)
= max(δ1, δ2) + log

(
1 + e−|δ2−δ1|

)
.

C. Channel Estimation

We consider a channel with maximum normalized Doppler
spread ν

(D)
max, i.e. the interval [−ν(D)

max,+ν
(D)
max] is the support

1The tth transition corresponds to the tth information bit entering the
encoder.

of the Doppler Spectrum for the mth subcarrier on the link
from kth transmit antenna to nth receive antenna

H
(D)
n,k (m, ν) =

+∞∑
s=−∞

Hn,k(m, s) exp(−j2πνs) .

Referring to a SBE [33], [34], channel coefficients are ex-
pressed as

Hn,k(m, s) ≈
I∑
i=1

ψn,k[m, i]ui[s] , (4)

where ψn,k[m, i] is the ith SBE coefficient for the link
between kth transmit antenna and nth receive antenna on mth
subcarrier, ui[s] is the sth sample of the ith DPS sequence
defined as the solution to

S∑
s′=1

2ν(D)
maxsinc

(
2ν(D)

max(s
′ − s)

)
ui[s′] = λi(ν(D)

max, S)ui[s] ,

and SD ≤ I ≤ S, being SD =
⌈
2ν(D)

maxS
⌉
+1 the approximate

signal space dimension. Also, λi(ν
(D)
max, S) is the eigenvalue

coupled with the eigenfunction ui[s]. In the following

u[s] = (u1[s], . . . , uI [s])
T
,

λ = (λ1, . . . , λI)
T
,

denote the vector collecting the values of the DPS sequences
for a given time, and the vector collecting the corresponding
eigenvalues.

The SBE makes use of an orthogonal basis based on DPS
sequences, that have shown to be the bandlimited sequences
simultaneously most concentrated in a finite time interval [26].
Advantage of using the SBE is twofold:

(i) low complexity - the reduction of the space dimen-
sion means less coefficients to be estimated;

(ii) high accuracy - no assumption on the stochastic
model for the channel is needed, but only knowledge
of the maximum normalized Doppler spread.

Maximum normalized Doppler spread is basically determined
by the maximum permitted velocity, thus it is worth noticing
that the model does not need exact knowledge either of the
channel statistics or of the effective Doppler.

The signal model for channel estimations is

r[m] = Ξ[m]ψ[m] +w[m] ,

where for a given subcarrier,

r[m] =
(
rT[m, 1], . . . , rT[m,S]

)T
,

w[m] =
(
wT[m, 1], . . . ,wT[m,S]

)T
,

denote the collection in time of received symbols and corre-
sponding noise contribution;

ξ[m, s] = x[m, s] ⊗ u[s] ,
Ξ[m, s] = IN ⊗ ξT[m, s] ,

Ξ[m] =
(
ΞT[m, 1], . . . ,ΞT[m,S]

)T
,
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appropriately collect in time transmitted symbols and basis
functions;

ψn,k[m] = (ψn,k[m, 1], . . . , ψn,k[m, I])
T
,

ψn[m] =
(
ψT
n,1[m], . . . ,ψT

n,K [m]
)T

,

ψ[m] =
(
ψT

1 [m], . . . ,ψT
N [m]

)T
,

take into account for SBE coefficients, collecting with respect
to transmit antennas, receive antennas, and time, respectively.

We omit the index m to simplify notation. Restricting our
attention to linear channel estimators, we have the following
estimator [24]

ψ̂ = CψΞ̂H
(
Ξ̂CψΞ̂H + Δ

)−1

r ,

=
(
Ξ̂HΔ−1Ξ̂ +C−1

ψ

)−1

Ξ̂HΔ−1r , (5)

to be used in (4), where

Cψ = E
{
ψψH

}
=

1

2ν(D)
max

diag (λψ) ,

λψ = eNK ⊗ λ ,
Ξ̂ = E {Ξ} ,

Δ = Θ + σ2
wISN ,

Θ = diag(ϑ⊗ eN ) ,

ϑ = (ϑ1, . . . , ϑS)T ,

ϑs =
I∑
i=1

K∑
k=1

λi

2ν(D)
max

|ui[s]|2
(
1 − |x̂k[m, s]|2

)
.

The expectation for the transmitted symbols is made using
a-posteriori soft estimates from the SUDB.

It is worth noticing that the matrix inversion lemma in
(5) replaces the inversion of an SN × SN matrix with the
inversion of an NKI × NKI matrix, saving computations
when K < 1/(2ν(D)

max). Also it is worth noticing that both Cψ
and Δ are diagonal, thus their inversion is not computationally
prohibitive.

Performance of channel estimation is evaluated via the
Normalized Mean Square Error (NMSE)

δH =
E{|Hn,k[m, s] − Ĥn,k[m, s]|2}

E{|Hn,k[m, s]|2} .

D. Twofold-Iterative Algorithm

Both the number of external iterations (Jext) and the number
of internal iterations (Jint) affect the performance of the
receiver. For each external iteration, different numbers of
internal iterations can be executed.

In the following (Jext ; Jint) will denote a receiver
which perform Jext external iterations, and for each external
iteration BCJR-1 and BCJR-2 are run iteratively Jint times,
and then BCJR-1 is run one more time. More specifically, the
scheduling of the algorithm is shown in Fig. 5.

• p = pilots(r);
% select pilots from received data

• x̂s = 0; x̂1 = 0; x̂2 = 0;
% initialize a-posteriori data
estimates for TVCE

• x̃ = 0; x̃1 = 0; x̃2 = 0;
% initialize extrinsic data estimates
for MUD

• repeat Jext times
% external loop

– Ĥ = TVCE(p,Πext(x̂));
% perform channel estimation

– z̃ = MUD(r, Ĥ,Πext(x̃));
% perform multiuser detection

– (z̃s, z̃1, z̃2) = ungroup(Π−1
ext(z̃));

% select systematic, parity-1 and
parity-2 components

– repeat (Jint) times
% internal loop

∗ (x̃s, x̃1, x̂s, x̂1) = BCJR(z̃s, z̃1,Π−1
int (x̃s));

% perform singleuser decoding
with first decoder

∗ (x̃s, x̃2, x̂s, x̂2) = BCJR(Πint(z̃s), z̃2,Πint(x̃s));
% perform singleuser decoding
with second decoder

– (x̃s, x̃1, x̂s, x̂1) = BCJR(z̃s, z̃1,Π−1
int(x̃s));

% perform singleuser decoding with
first decoder

– x̂ = group(x̂s, x̂1, x̂2); x̃ = group(x̃s, x̃1, x̃2);
% combine systematic, parity-1 and
parity-2 components

• d = demod(x̃s);
% final estimate

Fig. 5. Scheduling of the twofold-iterative algorithm.

IV. SIMULATION RESULTS

Numerical performance in terms of BER-vs-SNR and
NMSE-vs-SNR have been obtained for various systems. The
SNR is defined classically as the ratio between the “energy per
source bit” and the “one-sided noise power spectral density”.

Unless otherwise indicated, results shown here refer to
systems with K = 2 transmit antennas and N = 2 receive
antennas (2 × 2 systems), M = 32 subcarriers and S = 128
OFDM blocks per frame thus corresponding to L = 4096
code bits per frame (per transmit antenna). Excluding pilots,
code bits are generated at rate 1/2 via a PCCE composed
by 2 identical rate-1/2 RSCEs with generators (7, 5)8 and a
random internal interleaver. The external interleaver is also
random. Two tail bits enforce the final state of RSCE-1 into
1, thus each antenna transmits Lb = M(S−Sp)/2−2 source
bits per frame.

Results refer to synthetic channel coefficients simulating
time-variant channels with Rayleigh fading according to
Jakes’model [21], [33], [35]. Channel coefficients for each
transmit-receive antenna pair and for each subcarrier have
been independently generated according to a model with 15
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Fig. 6. BER-vs-SNR. Simulation results for a 2× 2 system with M = 32,
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interfering paths and maximum normalized Doppler frequency
ν

(D)
max = 0.005. The signal space dimension is then reduced

from S = 128 to SD = 2, and I = 5 coefficients have been
used for each SBE.

Performance of the system are analyzed with respect to the
choice of the number of external iterations (Jext), the number
of internal iterations (Jint), and the number of pilots (Sp).

A. Effect of the number of external iterations

We assume that for each external iteration the number of
internal iterations is Jint = 3. We also assume Sp = 12
pilot OFDM blocks, thus each antenna transmits Lb = 1854
source bits per frame, generating 3712 code bits. Increasing
the number of external iterations (Jext) produces the well-
known turbo effect that has been extensively analyzed in
various turbo receivers [6], [7], [16], [23], [24], [32], [34].

Figs. 6 and 7 show the BER and NMSE performance,

respectively, when Jext = 1, 3, 5, 7, 10. Performance improves
for each external iteration. The gain with respect to the
previous iteration is decreasing with the number of iterations.
For this case, numerical simulations showed that convergence
is almost reached after 10 external iterations. For very low
SNR the iterative procedure degrades the performance, clearly
shown with the NMSE.

Fig. 6 also shows the performance of the analogous MIMO-
OFDM system with joint time-variant channel estimation and
multiuser detection using convolutional codes for channel
coding of the single users, described in [24] and referred to
as CC, as well the performance of the MIMO-OFDM and
making use of turbo codes, described in [1] and referred to as
AH.

B. Effect of the number of internal iterations

Again we assume Sp = 12 pilot OFDM blocks, thus each
antenna transmits Lb = 1854 source bits per frame, generating
3712 code bits.

Different (Jint ; Jext)-combinations have been analyzed in
order to understand the role of both the kinds of iterations.
For each given Jint, the value of Jext has been decreased but
in order to (almost) achieve convergence.

Figs. 8 and 9 show the BER and NMSE performance,
respectively, in the following cases:

• (Jint = 1 ; Jext = 30);
• (Jint = 2 ; Jext = 15);
• (Jint = 3 ; Jext = 10);
• (Jint = 4 ; Jext = 8);
• (Jint = 5 ; Jext = 6).

It is apparent how for relatively large SNR the performance are
very similar, and that increasing the number of internal itera-
tions (Jint) allows to decrease the number of external iterations
(Jext). It is interesting to notice that for low SNR, among the
(Jint, Jext)-combinations presenting same performance at high
SNR, those with larger Jint (and smaller Jext) perform better.
We mean that even if for large SNR differences in performance
tend to vanish, the number of internal iterations discriminates
significantly the performance at low SNR (in the “waterfall
region”).

Also, denoting OM , OS , OC , and OR the number of
operations executed by the MUD, the BCJR, the TVCE,
and the whole receiver, respectively, then we have OR =
Jext(OM + OC + 2KOSJint). It is apparent that increasing
Jint has effect only on the third term, while increasing Jext

has effect also on the first and the second, that are the most
expensive (requiring matrix inversion). From a computational
complexity point of view larger number of internal iterations
(Jint) is to be preferred.

We can affirm that increasing the number of internal itera-
tions has a twofold advantage:

(i) it gives better performance at low SNR;
(ii) it reduces the computational complexity.

C. Effect of pilot percentage

Large number of iterations would require fast processors at
receiver side, thus containing the number of both internal and
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external iterations could be a practical constraint. We assume
here a system with (Jint = 3 ; Jext = 3).

From the sampling theorem point of view, the normalized
Doppler bandwidth determines the minimum rate of pilots
that is needed in order to perform channel estimation [28].
Numerical simulations showed that oversampling, i.e. increas-
ing the number of pilots, allows to decrease the SNR value
for which the receiver experiences the turbo effect, meaning
better performance for low SNR. We call Pilot-to-Symbol
Ratio (PSR) the ratio of the number of pilots with respect
to the whole symbols in a frame, i.e. δP = Sp/S. Design
strategies for pilot percentage allocation have been proposed
for single antenna systems with convolutional coding and
turbo equalization [19].

Figs. 10 and 11 show the BER and NMSE performance,
respectively, when Sp = 6, 9, 12, 15 corresponding to

• Lb = 1950 source bits and 3904 code bits per frame;
• Lb = 1902 source bits and 3808 code bits per frame;
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Fig. 10. BER-vs-SNR. Simulation results for a 2×2 system with M = 32,
S = 128, Jint = 3, Jext = 3, ν
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case with perfect channel-state information at the receiver.
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• Lb = 1854 source bits and 3712 code bits per frame;
• Lb = 1806 source bits and 3616 code bits per frame;

respectively, thus PSR ≈ 5%, 7%, 9%, 12%, corresponding
to data rates of 95%, 93%, 91%, 88%, respectively. It is
apparent how the effect of increasing the number of pilots
is a significant improvement in performance for low SNR.
Analogously to the turbo effect with respect to the number
of external iterations, the gain obtained when going from
PSR ≈ 5% to PSR ≈ 7% is smaller than the gain obtained
when going from PSR ≈ 7% to PSR ≈ 9%. Indeed two
opposite effects happen with increasing the PSR: (i) the TVCE
is able to provide more reliable estimates; (ii) the system
experiences a rate loss. The optimum balance has been found
for PSR ≈ 12%, when simlations saturate.

As reference terms, Figs. 10 also shows the performance of
the system in the case with perfect channel-state information
(PCSI) at the receiver.
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D. Discussion

The analysis in Secs. IV-A, IV-B and IV-C shows that a
MIMO-OFDM system, with joint iterative multiuser detection
and channel estimation in a time-variant wireless scenario and
with turbo codes for channel coding of the single users, will
benefit of:

• increased number of external iteration
the iterative structure of the receiver (with soft informa-
tion exchanged among the MUD, the TVCE, and the
SUDB) allows to obtain lower complexity than maximum
likelihood decoding without seriously affecting the per-
formance; each additional external iteration improves the
performance with a gain with respect to the previous one
that is decreasing with the number of external iterations;

• increased number of internal iteration
the iterative structure of the channel codes for the single
user provides a new parameter for achieving desired
performance; increasing the number of internal iterations
gives some improvements for high SNR, but significantly
improves the performance at low SNR; furthermore in-
creasing the number of internal iteration and reducing
the number of external iteration has the effect to keep
the same performance with reduced computational com-
plexity;

• increased number of pilots
pilot spacing corresponding to sampling at rate greater
than Nyquist rate is sufficient for channel estimation, but
increasing the number of pilots (trading off with data rate)
allows to improve performance at low SNR significantly,
analogously to the effect of the internal iterations; when
constant number of pilots is added, the gain is decreasing
at each time, analogously to the effect of the external
iterations.

As for the comparisons with the 2 other systems considered
in Fig. 6, it is apparent how CC has quite good performance at
very low SNR but perform much worse with increasing SNR.
Both AH and the proposed system present a steeper slope
of the BER-SNR curve due to the use of turbo codes, but the
proposed system exhibits definitely better performance also for
low SNR. We must say that we have compared the proposed
system to the performance of AH presented in [1], referring
to a system with 128 subcarriers and use of Quadrature Phase
Shift Keying modulation [20], a channel with 7 paths and
normalized Doppler bandwidth 0.003.

Also, it is apparent how the practical system with contained
complexity (Jint = 3 ; Jext = 3) performs almost 2 dB
away from the PCSI case at low SNR, and then approaches
the PCSI performance with increasing SNR. This system
is also compared in Fig. 12 with an analogous system in
which the considered time-variant estimator is replaced with
a conventional channel estimator [8], [9]. It is worth noticing
that the conventional channel estimator is designed for block-
fading scenarios, thus it suffers of severe degradation in the
considered time-variant scenario, even if the Doppler spread is
very small. Fig. 12 shows as reference term the performance
of the receiver with conventional channel estimation in both
time-variant and quasi-static channels.
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Performance of the proposed transmitter-receiver pair is also
considered for 4×4 and 6×6 systems. It is apparent how the
set of parameters considered still allows for good performance
in the case of 4×4 systems, but not in the case of 6×6 systems.
Performance degradation is experienced because increasing
linearly both the number of transmit antennas and receiving
antenna makes the number of parameters to be estimated
grow quadratically (with KN ), whereas the number of pilots
available for the whole system grow only linearly (with K).

In order to have a more fair comparison for a 6 × 6
system, a new set of parameters is considered with the same
ratio between pilots and channel coefficients as in the 2 × 2
system. The system parameters are the same as in the 2 × 2
system but S = 160 and Sp = 44. The duration of the
frame is increased in order to increase the number of pilot
symbols, however this is not restrictive because the time-
variant channel estimator allows for channel variation without
any constraint on the frame duration. Differently, the block-
fading assumption in quasi-static channels introduces an upper
limit on the frame duration. It is worth noticing that channel
estimation is performed independently frame by frame, i.e.
time correlation is exploited within the single frame only and
neglected among consecutive frames. We are not exploring the
possibility to exploit time correlation among different frames
at the receiver because it would lead to an increased decoding
latency, limiting the number of applications for the proposed
receiver.

Finally, so far we only have considered symmetric scenar-
ios, i.e. with K = N . When K < N , the system is un-
derloaded and performance may be even better due to weaker
interference. In overloaded systems, when N < K , it has been
shown in [7] that optimal power control may be necessary,
but the systems can support users up to K < rank(H)

R , at least
for convolutional coding. The system we have presented is
twofold iterative due to the use of turbo codes, thus predicting
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the behavior in overloaded cases is more difficult and beyond
the scope of this paper. Some preliminary results are shown
in Fig. 12 referring to overloaded systems with K = 6
transmitting antennas and N = 4 receiving antennas that still
exhibit good performance, i.e. the presence of the turbo effect,
but present a gap of 6 dB w.r.t. the symmetric scenario.

V. CONCLUSION

An iterative receiver for MIMO-OFDM systems operating
over time-variant wireless channels has been presented and
performance in terms of BER-vs-SNR and NMSE-vs-SNR
shown via numerical simulations. Multiuser detection, single-
user decoding and channel estimation are performed in the
same iterative loop. The first task is performed via PIC and
MMSE filtering, the second task with turbo decoding, the
third task with SBE and LMMSE estimation. Increasing the
number of external iterations obviously improves the overall
performance. Increasing the number of internal iterations im-
proves the performance especially for low SNR and allows for
reduction of the number of external iterations with consequent
reduction of the computational complexity. Also the number of
pilots has a significant effect in improving performance at low
SNR. The proposed system is compared with 2 recent systems,
an otherwise identical system using convolutional coding and
a MIMO-OFDM system with turbo codes, and outperforms
both of them. Also, the impact of the time-variant channel
estimator has been shown replacing it with a conventional
channel estimator in the receiver with severe degradation of
the performance of the system.
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diversity techniques for blind identification and equalization of time-
varying channels,” Proc. IEEE, vol. 86, no. 10, pp. 1969–1986, Oct. 1998.

[11] A. Goldsmith, Wireless Communications. Cambridge University Press,
2005.

[12] T. S. John, A. Nallanathan, and M. A. Armand, “A pilot-aided non-
resampling sequential Monte Carlo detector for coded MIMO-systems,”
in Proc. IEEE Global Telecommun. Conf. (GLOBECOM), vol. 4,
pp. 2250–2254, Nov./Dec. 2005.

[13] G. Leus, S. Zhou, and G. B. Giannakis, “Orthogonal multiple access over
time- and frequency-selective channels,” IEEE Trans. Inform. Theory,
vol. 49, no. 8, pp. 1942–1950, Aug. 2003.

[14] Y. Li, J. H. Winters, and N. R. Sollenberger, “MIMO-OFDM for wireless
communications: signal detection with enhanced channel estimation,”
IEEE Trans. Commun., vol. 50, no. 9, pp. 1471–1477, Sept. 2002.

[15] D. N. Liu and M. P. Fitz, “Low complexity affine MMSE detector for
iterative detection-decoding MIMO OFDM systems,” in Proc. IEEE Int.
Conf. Commun. (ICC), vol. 10, pp. 4654–4659, June 2006.

[16] M. Lonc̆ar, R. R. Müller, J. Wehinger, C. F. Mecklenbräuer, and
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[33] T. Zemen and C. F. Mecklenbräuker, “Time-variant channel estimation
using discrete prolate spheroidal sequences,” IEEE Trans. Signal Pro-
cessing, vol. 53, no. 9, pp. 3597–3607, Sept. 2005.
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SALVO ROSSI and MÜLLER: JOINT TWOFOLD-ITERATIVE CHANNEL ESTIMATION AND MULTIUSER DETECTION FOR MIMO-OFDM SYSTEMS 4729

Pierluigi Salvo Rossi was born in Naples, Italy,
on April 26, 1977. He received the “Laurea” de-
gree in Telecommunications Engineering (summa
cum laude) in January 2002, and the Ph.D. degree
in Computer Science in January 2005, both from
University of Naples “Federico II,” Italy. In 2002
he worked as a Research Engineer at CIRASS (In-
terdepartmental Research Center for Signal Analysis
and Synthesis), University of Naples “Federico II,”
Italy. In 2003 he worked as a Research Engineer
at Department of Information Engineering, Second

University of Naples, Italy. In 2004 he was Visiting Research Engineer at
CSPL (Communications and Signal Processing Laboratory), Electrical and
Computer Engineering Department, Drexel University, Philadelphia, PA. In
2005 he worked as Postdoc Research Engineer at the Department of Computer
Science and Systems, University of Naples “Federico II,” Italy. In 2006 he
worked as Postdoc Research Engineer at the Department of Information
Engineering, Second University of Naples, Italy. From 2005 to 2007 he
taught as adjunct professor at Second University of Naples, Italy. He is
currently a Postdoc Research Engineer at the Department of Electronics
and Telecommunications, Norwegian University of Science and Technology,
Trondheim, Norway. His research interests fall within the areas of signal
processing and communications.

Ralf R. Müller (S’96–M’03–SM’05) was born in
Schwabach, Germany, 1970. He received the Dipl.-
Ing. and Dr.-Ing. degree with distinction from Uni-
versity of Erlangen-Nuremberg in 1996 and 1999,
respectively. From 2000 to 2004, he directed a
research group at Vienna Telecommunications Re-
search Center in Vienna, Austria and taught as an
adjunct professor at Vienna University of Tech-
nology. Since 2005 he has been a full professor
at the Department of Electronics and Telecommu-
nications at the Norwegian University of Science

and Technology (NTNU) in Trondheim, Norway. He held visiting appoint-
ments at Princeton University, US, Institute Esurecom, France, University of
Melbourne, Australia, University of Oulu, Finland, National University of
Singapore, and Babes-Bolyai University, Cluj-Napoca, Romania. Dr. Müller
received the Leonard G. Abraham Prize (jointly with Sergio Verdù) for the
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